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The rapid development of artificial intelligence (AI) technologies 

has generated ethical concerns around the globe due to the 

consequences of the misuse of these technologies. This article 

discusses the UNESCO Recommendation on the ethics of AI 

and outlines some key elements and their potential impacts. 

A rtificial intelligence (AI) is impacting all 
aspects of our lives, including our social, 
economic, political,1 and cultural rela­
tionships and the way we interact with 

the environment. 

INTRODUCTION
Powerful new developments such as generative AI2 
promise to raise productivity and transform indus­
tries, for example, by automating routine tasks, 
s peed i ng up d r ug d i scover y, or i mprov i ng pa­
t ient diagnosis.

However, these technologies may disrupt labor mar­
kets, by changing tasks or triggering job displacements. 
A recent study suggests that foundation AI models could 
impact 80% of the U.S. workforce, a f fect i ng approx i­
mately 10% of work tasks.3

These developments raise profound ethical concerns 
as AI systems may embed or amplify biases,4 trigger 
redundancies through the automation of routine and 
nonroutine tasks,5 contribute to climate degradation, 
and affect human rights and fundamental freedoms. 
These risks6 have already emerged and have begun to 
add to existing inequalities, at times resulting in harm­
ing already marginalized groups.7

This calls for coordinated action supported by global 
frameworks and regulations that allow individuals, 
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societies, and economies alike to 
leverage the possibilities offered by 
AI while addressing its drawbacks.  
The United Nations Educational, Sci­
entific and Cultural Organization 
(UNESCO) Recommendation on the Eth­
ics of Artificial Intelligence (hereafter 
the Recommendation),8 adopted in 2021 
by UNESCO’s (at that time; the United 
States rejoined UNESCO in July 2023) 
193 member states, does just that. It 
aims to serve as a compass for the design, 
development, deployment, and pro­
curement of AI systems that respect 
human rights and human dignity and 
preserve fundamental freedoms and 
the environment.

It is vital to ensure that the growth 
and development AI may bring are equi­
tably distributed among and within 
nations and that they are not concen­
trated in the hands of a few companies 
or countries. To this end, governments 
need to take steps to ensure competitive 
markets and consumer protection, avoid 
abuse of dominant market positions and 
monopolies, and ensure that people are 
not left behind. Providing strong ethical 
guardrails is essential also to safeguard 
investment in AI and make AI technol­
ogies transparent, explainable, account­
able, and fair. This will in turn help 
enhance trust in AI and contribute 
to leveling the playing field, bene­
fitting people while allowing small 
and medium enterprises to partic­
ipate and compete in the AI arena. 
Being ethical is good for business as 
ethical companies attract custom­
ers who value responsible and trust­
worthy AI solutions.9

The recent global debate demon­
strates10 that regulating a technology 
as powerful and potentially divisive as 
AI is no longer taboo. The question is 
not whether to regulate but how to best 
do so, to allow technology to flourish 

and help solve societal problems while 
containing its possible adverse effects, 
ensuring that everybody can benefit 
from it.

In what follows, this article dis­
cusses how the Recommendation can 
help address the concerns posed by 
AI and outlines some of the key ele­
ments put forward and their potential 
impacts on different sectors. It then 
outlines the way UNESCO is imple­
menting the Recommendation and 
the tools developed for the purpose, 
namely, the readiness assessment 
methodology (RAM) and the ethical 
impact assessment. Before conclud­
ing, this article discusses what regu­
lating AI may entail in a view to max­
imizing societal benefits.

THE UNESCO 
RECOMMENDATION  
ON THE ETHICS OF AI
UNESCO is a specialized agency of the 
United Nations having the mandate 
to promote peace through education, 
culture, and science, both natural and 
social and human sciences (SHSs). 
The work under taken in relation 
to SHSs aims to promote inclusive, 
fair, and sustainable societies. This, 
among others, is pursued through 
standard-setting activities and capac­
ity-building programs fostering the 
ethical development and deployment 
of science and new technologies, such 
as biotechnology, neurotechnology, 
and AI.

Following the request of its mem­
ber states, in 2019, UNESCO took up 
the challenge to develop the first-ever 
global standard on the ethics of AI, 
in the form of a recommendation,8 
with the aim to translate the what of 
AI ethics into the how of relevant 
policy action. The Recommendation 
moves beyond high-level principles, 

developing practical and implemen­
table strategies11 and translating its 
values and principles into eleven key 
areas for policy actions. These encom­
pass data governance, environment 
and ecosystem protect i o n ,  g e n d e r 
inclusion, education and research, 
and health and social well-being, 
among others.

In what follows, this article focuses 
on the areas that are most relevant to 
the computer community and to the 
development and deployment of AI 
systems that are ethical by design.

DATA POLICY
The Recommendation emphasizes the 
need to ensure effective data gov­
ernance,12 including the organiza­
tional frameworks responsible for 
overseeing data management, stor­
age, processing, analysis, utilization, 
sharing, and transactions carried out 
directly by or on behalf of govern­
ments.13 Data governance approaches 
vary depending on laws and social 
str uctures and may be inf luenced 
by the roles and actors active in the 
data ecosystem.14

The accelerated pace at which the  
digital transformation has been un­
folding recently has contributed to 
highlighting the role of data and their 
use. A case in point is the COVID-19 
pandemic, during which, while rush­
ing to implement life-saving applica­
tions, the ethical governance of data 
was at times overlooked. This led to 
abuses, a lack of transparency, and 
asymmetries of power,15 triggering 
concerns regarding data privacy, data 
security, and data governance.16

According to a survey conducted in 
Australia, 58% of respondents admit­
ted that they do not understand how 
companies utilize the data they gather, 
and 49% felt helpless with respect to 
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protecting their data due to a lack of 
knowledge or time or the inherent com­
plexity of the processes.17

The Recommendation acknowl­
edges these power imbalances and the 
lack of understanding from data con­
stituencies, highlighting the need to 
balance individuals’ privacy while facil­
itating data collection and regulating 
its use. It calls for high-quality, repre­
sentative, and robust datasets to train, 
develop, and deploy AI systems.

Today, data are collected both di­
rectly and indirectly, and sensors 
embedded in different devices and 
systems enable the collection of vast 
amounts of data from the physical 
world (for example, temperature and 
location), thus multiplying data-rich 
environments. While this can enhance 
our ability to map and report on the 
world around us,18 it can make individ­
uals’ acts or movements fully traceable, 
for good or bad purposes. Moreover, 
while data analytics techniques, for 
example, deep learning and neu­
ral networks, help uncover patterns 
and relationships  within data, thus 
generating valuable knowledge in sup­
port of decision-making, decisions rely­
ing on insufficient, partial, or low-qual­
ity data compromise the accuracy and 
reliability of the proposed solutions.19

Additionally, ensuring the repre­
sentation of different groups in rela­
tion to, for example, race, gender, 
age, socioeconomic, or disability sta­
tus when training AI datasets is cru­
cial to ensure the accuracy of the AI’s 
predictions or decisions. For exam­
ple, the underrepresentation of older 
adults in AI data and the lack of con­
sistent methods to collect and record 
age-related information may lead to 
solutions overlooking their needs, dis­
criminating against them or offering 
inadequate solutions.20

To achieve this, the Recommenda­
tion encourages the creation of “gold 
standard” datasets that could serve 
as benchmarks for quality and ac­
curacy of other datasets. In addi­
tion, it advocates for the availability 
of open and tr ust wor t hy datasets 
and for stakeholders to contribute 
to the transparency, reproducibility, 

and accountability of AI research and 
development. For instance, it calls for 
a “data trust” as a mechanism that can 
facilitate data flows and the exchange 
of transparent, accountable, and trust­
worthy data.21

Converging technologies
Converging technologies, that is, ori­
ginally unrelated technologies that 
become integrated as they develop 
and advance such as AI applied to neu­
rotechnology, call for cautious data 
governance. Brain data collected by 
tracking our brains, reactions, and so 
on are delicate and at risk of manipu­
lation. That is why the Recommenda­
tion includes provisions focusing on 
neurotechnology (see “Neurotechnol­
ogies”) and brain–computer interfaces, 
with the aim to safeguard human dig­
nity and autonomy22 and address the 
potential manipulation and exploita­
tion of human cognitive biases.

ETHICAL GOVERNANCE  
AND STEWARDSHIP
Effective AI governance mechanisms 
are paramount. They need to be inclu­
sive, ensuring that the benefits of AI 
are accessible to all members of soci­
ety, and transparent, allowing stake­
holders to access relevant informa­
tion, in turn fostering understanding 

and trust in AI. Multidisciplinary 
approaches are equally essential as 
they allow for the integration of dif­
ferent disciplines in the governance 
of AI.

AI governance should also be mul­
tilateral, to help ensure a comprehen­
sive global perspective, accounting 
for the needs and contexts of different 
regions. To achieve this, a multistake­
holder approach is necessary23 ensur­
ing that AI systems reflect a diverse 
range of perspectives.

Governance actions should fur­
ther be embedded in institutional 
capacities. An ability to anticipate 
potential issues should be coupled 
with robust enforcement and redress 
mechanisms. The Recommendation 
stresses that AI governance should 
identify risks, impacts, and harms and 
that AI governance should then pro­
ceed with investigations and concrete 
remedial actions.

CONVERGING TECHNOLOGIES, THAT IS, 
ORIGINALLY UNRELATED TECHNOLOGIES 

THAT BECOME INTEGRATED AS THEY 
DEVELOP AND ADVANCE SUCH AS AI 

APPLIED TO NEUROTECHNOLOGY, CALL 
FOR CAUTIOUS DATA GOVERNANCE.
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Moreover, as AI technologies evolve 
rapidly, AI governance systems must be 
flexible enough, also to accommodate 
cultural or legal differences.23

EDUCATION AND RESEARCH
New developments such as ChatGPT 
and other large language models are cre­
ating high expectations for the services 

they may provide. At the same time, 
their widespread use is laying bare the 
risks attached to the way these technol­
ogies are being deployed, responding 

NEUROTECHNOLOGIES

Neurotechnology refers to devices and proce-
dures used to access, monitor, investigate, 

assess, manipulate, and emulate the structure 
and function of neural systems. These include 
1) technical and computational tools that measure 
and analyze chemical and electrical signals in the 
nervous system and 2) technical tools that interact 
with the nervous system to change its activity.S1 

Recently, markets have witnessed an increased 
availability of neurotechnology-related consumer 
products to be used for recreational or mental 
augmentation purposes. The effects of these 
technologies are still unclear, and even if they 
are regulated when related to medical, invasive 
procedures, this is not necessarily the case when 
they converge with AI and in human–computer 
interactions.S2

Neurotechnology stands out due to its direct 
interface with and influence over the brain, which 
carries profound implications for human exis-
tence,22 including

»» mental integrity, that is, individuals’ control 
over their mental states and brain data, en-
suring that no one can read, alter, or spread 
such information without consent

»» autonomy and free decision-making, where 
the monitoring, surveillance, and manipula-
tion of cognitive functions that neurotech fa-
cilitate may interfere with a person’s capacity 
for self-directed actions and decision-making

»» mental privacy as neurodevices can help 
reveal individuals’ brain activity and lead 

to discriminatory practices,  
also related to neurological or mental 
health conditions.

Moreover, the neurotech world is highly 
concentrated at present. This triggers additional 
challenges related to accessing the technology 
and power imbalances, among others. Over 
80% of high-impact neuroscience publications 
are found to be produced by only ten coun-
tries, while 70% of countries have contributed 
fewer than ten such papers over the last two 
decades. Similarly, six countries hold 87% of 
IP5 neurotech patents.22 This concentration 
creates divides between countries that are at the 
forefront of neurotech and the others, possibly 
perpetuating or increasing disparities in health-
care, research, and innovation.S3
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to a technological race among economic 
actors, both companies and countries, 
that seldom put the public good as the 
first priority.24

Preliminary assessments show that 
generative AI can deliver misleading, 
inaccurate, or false information without 
making this clear to the user (ChatGPT 
introduced a disclaimer only recently).25 
Authorship and intellectual property 
rights-related issues remain largely 
unaddressed as platforms do not quote 
their sources or are not transparent 
about their work.

This is why the UNESCO Recommen­
dation asks for adequate AI literacy 
and education to be provided to the 
public, including awareness programs 
about data and the ethical use of AI 
technologies. When doing so, the partic­
ipation of marginalized groups should 
be prioritized, to reduce digital divides 
and digital access inequalities. Evi­
dence points to the need for people to 
have technical skills related to AI itself 
(that is, machine learning, Python, or 
neural networks), as well as socioemo­
tional skills such as creativity, ability 
to work in teams, and communication 
for individuals to thrive in the AI era.26 
In addition, digital literacy emerges as 
a basic requirement for every citizen to 
be able to participate fully in the digi­
tal society.27

The Recommendation further asks 
member states to support research ini­
tiatives on ethical AI.

ECONOMY AND LABOR
AI has the potential to make workers 
and firms more productive and effi­
cient  and to spur innovations, new 
products, and new services.5 At the 
same time, AI can automate (parts 
of) existing jobs,28 thus leading to 
redundancies and to exacerbating 
inequalities. Moreover algorithms 

based on nonrepresentative datasets 
can lead to discrimination against 
(some) workers.

While previous technological ad­
vances have tended to automate “rou­
tine” tasks, AI, and generative AI in 

SOME UNFAIR DATA

Twenty percent more men than women received a Facebook ad 
for STEM careers.S4

A 2022 studyS5 shows how the use of artificial intelligence 
(AI) by employers disadvantages women in the workplace, 
throughout their working lives, whereas a 2020 report finds 
that women make up just 26% of data and AI positions in the 
workforce.S6 Also, women accounted for less than 19% of all AI 
and computer science Ph.D. graduates in North America over the 
past ten years.S7

Women further experience glass ceiling issues resulting in verti-
cal gender segregation. Women in STEM fields and the digital sec-
tor are less likely to hold high-level positions. UNESCO in 2019S8 
found that just one in every four leadership positions in tech 
industries (including nontechnical positions in marketing, human 
resource management, and the like) was occupied by women.
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particular, has the potential to auto­
mate “nonroutine” tasks, that is, tasks 
entailing creativity or requiring high 
levels of skills to be accomplished, 
thus exposing large new swaths of 
the workforce to potential disruption 
and redundancies.29

Emphasizing the importance of 
addressing the impact of AI systems 
on the labor market, the Recommen­
dation advocates for the integration 
of AI-related education and training 
into education and training at all lev­
els. This would help address the lack 
of skills needed to work and live with 
AI. AI-related education and training 

would, in turn, help boost the labor 
market, spur competition, and foster 
consumer protection, nationally and 
internationally.30 The Recommenda­
tion further invites member states to 
work with the private sector, civil soci­
ety organizations, and other stake­
holders, including workers and trade 
unions, to ensure a fair transition for 
at-risk employees. This includes put­
ting in place upskilling and reskilling 
programs, finding effective mech­
anisms to retain staff during tran­
sition periods, and exploring “safety 
net” programs for those who cannot be 
retained or retrained.

GENDER
In this context, member states felt the 
need to ensure that AI is gender-inclu­
sive (see “Some Unfair Data”). UNESCO’s 
Recommendation is the first and only 
instrument featuring a full policy chap­
ter on gender and AI (see “Taking Action: 
Women for Ethical AI”). It calls for the 
collection of gender-disaggregated data 
(what cannot be measured cannot be 
fixed) and outlines concrete approaches 
to ensure that AI systems do not rep­
licate gender-based disparities. It also 
encourages female entrepreneurship, 
participation, and engagement.

ENVIRONMENT  
AND ECOSYSTEMS
As AI consumes a lot of energy and im­
pacts the environment (see “Computing 
Consumes”), the Recommendation asks 
member states and businesses to assess 
the direct and indirect environmen­
tal impacts of AI systems and ensure 
that AI solutions help support the pre­
vention, control, and mitigation of cli­
mate-related problems. These include 
carbon footprints, energy consumption, 
and raw material extraction.31

Water consumption
A 2023 study finds that training GPT-3  
in the U.S. data centers directly consumed 
700,000 L of clean fresh water (equiv­
alent to producing 370 BMW cars or 
320 Tesla electric vehicles). Such water 
consumption would be three times as 
much if the training happened in Mic­
rosoft’s Asian data centers.33 Another 
2023 study finds that ChatGPT requires 
500 mL of water for every 20 to 50 ques­
tions answered, to keep temperatures 
in range and counter the heat triggered 
by the energy used in the training pro­
cess.34 This is concerning as freshwa­
ter scarcity is one of the most pressing 
challenges of humanity.

TAKING ACTION: WOMEN FOR 
ETHICAL AI

To fight gender stereotypes and discrimination, UNESCO 
launched the Women4Ethical Artificial Intelligence (AI) (W4EAI) 

Platform, a group of female professionals and experts promoting 
gender diversity at the institutional level. The platform supports 
establishing country-specific frameworks promoting ethical AI pol-
icies and applies a gender lens to issues such as the environment or 
discrimination, to ensure wide-reaching and impactful solutions. 
Confronting these challenges requires multistakeholder collabo-
ration and female-led empowerment, which is the primary goal of 
the W4EAI Group.

The platform’s work will strengthen the ability of UNESCO’s 
member states to promote trustworthy and gender-balanced AI 
systems based on the Recommendation.S9
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AI models should address such con­
cerns and address their own environ­
mental footprint,33 by de ve lopi ng 
energy-efficient algorithms, optimiz­
ing computing resources, and imple­
menting sustainable practices in AI 
infrastructures.35 This includes design­
ing algorithms that require less com­
puting power or use renewable energy 
sources to power AI systems. These 
efforts can reduce the carbon foot­
print36 of AI and contribute to climate 
change mitigation37 and the sustain­
ability of AI.38

IMPLEMENTING THE 
RECOMMENDATION  
ON THE ETHICS OF AI
The current regulatory situation is one 
whereby on one hand, many countries, 
particularly in the developed world, are 
trying to keep pace with technological 
developments by drafting national or 
regional strategies, enacting laws, such 
as the AI Act in the European Union,39 
and building institutional frameworks 
to establish ethical guardrails. On the 
other hand, many countries are lagging 
behind in harnessing the power of these 
technologies and containing the risks 
associated with them.

This is a missed opportunity as AI has 
the potential to enable a more equitable, 
fair, and sustainable future.40 For be­
nefits to materialize, though, govern­
ments should promote the ethical devel­
opment and use of AI and develop the 
relevant capacities and skills, in both the 
public and private sectors. They should 
also advance the relevant regulatory and 
institutional frameworks, to turn strate­
gies into reality.

Many countries around the world 
are now in the process of implementing 
the Recommendation, with UNESCO’s 
support, with the aim to translate 
it into national, institutional, and 

regulatory frameworks promoting the  
ethical use and development of AI.

Walking the talk
To ensure the effective implemen­
tation of the Recommendation, UNE­
SCO developed the RAM, a practical 
tool assisting countries in understand­
ing the current state and level of their 
preparedness to undertake the ethical 
and responsible implementation of AI 
technologies. According to Stanford 
University’s 2023 AI Index, 37 AI-re­
lated bills were passed into law globally 
in 2022, with the United States alone 
passing nine laws.32 Leveraging the 
RAM, countries can identify the areas 
where institutional and regulatory 
changes may be desired: without the 
necessary institutions, human capital, 
capacity building, and infrastructure, 

there can be no meaningful advance­
ment or progress.

The RAM encompasses five dimensions:

1.	 Legal/regulatory: It addresses 
member states’ institutional 
and human capacity to imple­
ment the Recommendation 
and manage the major soci­
etal transformations that an 
increased adoption of AI in all 
sectors of the economy would 
trigger. This includes appropri­
ate regulatory frameworks, as 
well as monitoring and evalua­
tion mechanisms.

2.	 Social/cultural: It considers the 
factors relevant for the ethical 
development and deployment 
of AI, for example, inclu­
siveness, social and cultural 

COMPUTING CONSUMES

»» A common AI training model can emit more than 626,000 
pounds of CO2 equivalent, about five times the lifetime emission 
of the average car, including the manufacture of the car itself.S10

»» BLOOM’s (the less energy intensive of the four language 
models analyzed by the Stanford Institute for Human- 
Centred Artificial Intelligence, along with GPT-3, Gopher, 
and OPT) training emitted 1.4 times more carbon in one 
year than the average American and was the equivalent of a 
single passenger flying from New York to San Francisco  
25 times. BLOOM’s training consumed enough energy to 
power the average U.S. home for 41 years.32

REFERENCE
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siderations for deep learning in NLP,” 2019. [Online]. Available: 

https://arxiv.org/pdf/1906.02243.pdf

https://arxiv.org/pdf/1906.02243.pdf


ETHICS AND COMPUTING

40	 C O M P U T E R   � W W W . C O M P U T E R . O R G / C O M P U T E R

diversity, and public awareness. 
It also addresses attitudes to AI 
technologies, including public 
acceptance, to help reveal 
societal values and preferences 
leading societal choices.

3.	 Economic: It aims to address the 
size and strength of the supply 
side of the AI ecosystem in the 
country and its ability to develop 
AI solutions that reflect the spe­
cific needs and conditions.

4.	 Scientific/educational: It assesses 
the AI research and develop­
ment undertaken in a coun­
try (for example, AI-related 
publications and patents, AI 
researchers and engineers 
involved in R&D, etc.). It also 
analyzes AI ethics research and 
the availability of educational 
opportunities for students and 
the public. It further monitors 

the number of students (gradu­
ates), professionals, and public 
in AI, ICT, or STEM disciplines 
and the level of AI and e-skills 
in the population.

5.	 Technical/infrastructural: It 
assesses the level of ICT and 
related technical infrastructure 
in place and reflects the idea that 
without the relevant infrastruc­
ture, AI development and the 
implementation of AI-based solu­
tions cannot be scaled up. UNE­
SCO is currently engaged with 
more than 50 countries world­
wide to deploy the RAM and will 
continue expanding this work, to 
strengthen global impact.

ENGAGING THE PRIVATE 
SECTOR AND DEVELOPERS
Although the Recommendation pri­
marily targets member states, it also 

provides ethical guidance to other AI 
actors, including communities, institu­
tions, and companies (see “The Business 
Council for Ethics of AI”). Implementing 
ethical frameworks leads to win–win 
outcomes. Society benefits from AI tech­
nology that aligns with human rights 
standards. Companies can differentiate 
themselves from competitors and attract 
customers valuing trustworthy AI solu­
tions.9 Evidence shows that incorporat­
ing responsible AI practices can yield 
competitive advantages by enhancing 
product quality41 and can positively 
impact talent acquisition, retention, and 
engagement, particularly as employees 
increasingly scrutinize their employer’s 
ethical values. The absence of responsi­
ble AI practices within the tech sector is 
challenging trust and triggering brand­
ing risks.

WHICH REGULATION?
Given the sheer impact of AI on every­
body’s life, the time of light-touch 
self-regulation should be considered as 
over. Good regulation is essential to fos­
ter robust, enabling environments for 
responsible AI. The supposed existence 
of a dichotomy between regulation and 
innovation is flawed as effective reg­
ulatory frameworks provide certainty, 
and once the playing field is leveled, 
innovation flourishes, benefiting both 
users and innovators, all innovators, 
including small- and medium-sized 
firms. The question is not whether or 
not to regulate but how to best do so.

Many voices, both private and pub­
lic, are now calling for a review of the 
way AI technologies are developed 
and deployed, signaling the need for 
stronger governance and oversight 
capacities. Since 2021, when the Rec­
ommendation on the Ethics of AI was 
adopted, UNESCO has been building 
the tools and support systems for its 

THE BUSINESS COUNCIL FOR 
ETHICS OF AI

Together with a number of companies such as Telefonica and 
Microsoft, UNESCO has cocreated a network of companies, 

the Business Council for Ethics of Artificial Intelligence (AI).S11 The 
council will serve as a space to exchange experiences and good 
practices, strengthen technical capacities in ethics and AI, design 
and implement the ethical impact assessment, and ensure that AI 
develops in an ethical manner.

REFERENCE
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implementation. When lacking com­
prehensive regulatory frameworks, 
countries risk being unable to assess 
and address responsibilities and lia­
bilities: clear and accountable AI frame­
works are paramount to secure the rule 
of law in the digital world.

Several countries are working on 
the development of AI policy and legal 
frameworks, including regulations. In 
2022 alone, laws mentioning the term 
“AI” were debated in the legislative 
bodies of 127 countries, and 37 of them 
were passed (for a total of 123 laws), 
according to Stanford University’s AI 
Index Report 2023.32

The goal should not be AI regu­
lation per se but rather building an 
AI-enabling environment that con­
tributes to the public good. To this end, 
investment in governments’ capacities 
to deal with these technologies is also 
needed. Getting the regulations right 
is vital, but it is the capacities of gov­
ernments and government officials, 
and the right institutional design, that 
will determine their success.

We need to avoid the abuse and 
misuse of AI technologies, for exam­
ple, to spread hate speech and misin­
formation and interfere with demo­
cratic processes. We need to promote 
diversity and inclusion across the 
entire AI system life cycle, particu­
larly by supporting the participation of 
women and developing countries. We 
need to fight against the monopoliza­
tion of AI technologies to ensure equi­
table access and shared benefits. We 
need to ensure transparency when 
decisions are made with AI to increase 
public scrutiny and foster trust in  
AI technology.

At first glance, this can sound like 
an insurmountable task, but history is 
replete with examples of humanity com­
ing together to address critical issues. 

Getting AI right will be another example 
of what can be accomplished through a 
shared vision and coordinated actions. 
The UNESCO Recommendation in this 
case represents a blueprint for global 
consensus on the “what,” as well as the 
“how” of ethical AI.

In this regard, liability is import­
ant. Compensation if there is damage 
needs to be provided for, as well as 
human determination, accountability, 
and the nongranting of legal personal­
ity to AI developments.

These goals are ambitious, and to 
achieve them, we need the entire computer  
community to get involved. Computer 
science and social sciences cannot 
continue to develop in parallel, and 
ethics needs to accompany any scien­
tific development. 
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